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Abstract

Tactile exploration is extremely important for blind and low vi-
sion (BLV) users to understand concepts. Although Interactive 3D
Models that integrate modalities such as audio and vibration have
been developed to create self-directed tactile exploration experi-
ences, they depend on pre-defined commands and fixed interaction
flows, which limit opportunities for adaptive guidance. In this study,
we examine how interactive dialogue and temporal dynamics can
enhance tactile learning experiences, particularly in the context
of science communication where BLV users frequently encounter
abstract and spatially complex topics. We conducted interviews
with 22 tactile guidance experts to identify effective explanation
techniques and communication strategies. We then employed a
technology probe that combines multiple tactile models with a
voice-based “Touch and Talk” system, using a Wizard-of-Oz ap-
proach with 10 BLV participants. The experiment revealed strategies
that support understanding and foster curiosity. Based on findings,
we propose a set of design implications aimed at supporting BLV
users in autonomously exploring complex scientific content.

CCS Concepts

« Human-centered computing — Empirical studies in acces-
sibility.
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1 INTRODUCTION

Tactile exploration is essential for blind and low vision (BLV) indi-
viduals to acquire spatial knowledge [34, 54, 73] and understand
concepts [28, 29, 44]. However, tactile objects alone have been
shown to be insufficient for conveying complex, scientific, or con-
ceptual information [15, 16, 41, 69]. Consequently, supplementary
explanations by human guides or pre-recorded audio guides are re-
quired during tactile exploration. While human guides can provide
adaptive real-time feedback, they may compromise user auton-
omy [62]. In contrast, pre-recorded audio guides lack flexibility and
do not address individual interests or exploration patterns [14, 38].

To overcome these limitations, Interactive 3D models (I3Ms)
that integrate multiple modalities such as audio [18, 26, 27], vibra-
tion [25, 48, 58], and even visual cues for BLV users have been devel-
oped [32, 46]. These I3Ms aim to provide a more self-directed learn-
ing experience by linking tactile interaction with real-time feedback.
However, most existing I3Ms rely on pre-defined commands or fixed
interaction flows, leaving little room for BLV users to ask questions,
clarify concepts, or receive adaptive guidance [30, 55].

Recent research has attempted to address these issues using var-
ious approaches. Shi et al. analyzed gestures and hand movements
to inform the design of I3Ms, but their use of static models left
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actual interactive exploration unexamined [67]. Working with BLV
teachers, another I3M was created to let users ask questions on
demand, yet the timing and strategies for those queries remain
unclear [65]. A subsequent study combined tap controlled audio
labels with a conversational interface for natural language queries,
but it too stopped short of exploring how users navigate multiple
distinct models within a single theme [60].

Although these studies demonstrate that combining tactile in-
teraction with conversational cues can promote user agency, they
often focus on fixed tasks or constrained dialogue structures. They
rarely address how to support open-ended tactile exploration across
multiple tactile representations or how to adapt explanations in a
customizable manner.

To address these gaps, this study investigates how interactive
dialogue and temporal dynamics can enhance tactile learning expe-
riences. Our work focuses specifically on tactile exploration within
the context of interactive science communication for BLV learners.
Science communicators often present these learners with abstract
and spatially complex topics which, when combined with adaptive
and multimodal explanations, can stimulate curiosity and enhance
learning [11, 59].

Our goal is to develop systems that support BLV users not only
in understanding scientific content but also in determining when,
how, and what kind of information they receive—enabling not
only comprehension but also the formulation of new questions and
deeper conceptual inquiry. To guide this investigation, we posed
the following research questions (RQ):

« RQ1: What are the current status, challenges, and opportu-
nities in conveying scientific concepts to BLV individuals,
particularly in terms of content, timing, and communication
strategies?

« RQ2: Based on the findings of RQ1, how can we design an
assistive tool that supports science communication through
tactile exploration, enabling both structured understanding
and free exploration?

In Study 1, we investigated RQ1 by conducting semi-structured
interviews with 22 tactile guidance experts including educators
and science museum professionals to identify effective explanation
techniques and communication strategies. Our findings highlight
several key elements for tactile exploration: the use of multiple
models, adaptive communication strategies, and balanced control,
timing, and correction during explanation.

Based on these insights, in Study 2 we developed a technology
probe that combined multiple tactile models representing scientific
themes with a Wizard-of-Oz voice interface simulating a “Touch
and Talk” system. To investigate RQ2, we conducted an experi-
ment with 10 BLV participants who explored scientific themes by
freely switching between storytelling narration and question-based
interactions and receiving directional guidance. This experiment
revealed recurring interaction patterns and challenges in model
manipulation, as well as strategies that support understanding and
foster curiosity. Based on these findings, we propose six design im-
plications for future tactile systems that focus on adaptivity, timing,
multimodal feedback, and personalization.
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In conclusion, our study complements existing I3M research
which primarily focuses on customizing tactile output or integrat-
ing passive audio labels by examining interactive dialogue and
temporal dynamics that are essential for a fully integrated, self-di-
rected learning experience. By supporting BLV users in engaging
in tactile exploration based on intrinsic motivation, our approach is
expected to ultimately promote the evolution of self-directed STEM
learning. Our contributions include:

« Revealing effective explanation techniques and communica-
tion strategies through semi-structured interviews with 22
tactile guidance experts from diverse backgrounds.
Investigating interaction patterns, challenges, and opportu-
nities in BLV users’ engagement with a voice-based “Touch
and Talk” system through a Wizard-of-Oz study using mul-
tiple tactile models.

Developing design implications for next-generation assistive
technologies that enable BLV users to autonomously explore,
understand, and generate new questions about scientific
content.

2 RELATED WORK
2.1 Accessible Tactile Content for BLV Users

To enable BLV individuals to understand complex concepts, the
effectiveness of accessible tactile content has been demonstrated
across various fields, including everyday life [50], mobility [81],
and education [9, 24, 40, 49, 64].

Tactile content can be broadly classified into three formats: 2D,
2.5D, and 3D [57]. 2D content is essentially flat and is used for
tactile picture books [70], embossed paper-based tactile maps [20],
and a wide range of educational materials [56, 72]. Recent advances
in embossing technologies are further expanding the design space
of 2D tactile media, allowing finer detail and more varied textures
to be produced on standard substrates [75, 76]. 2.5D content, which
is utilized for reliefs [82] and representations of buildings [83],
associates each position with a single height value [33] and is fre-
quently employed in depicting buildings and artworks. 3D content
enables the depiction of rich textures and fine details and is used in
museums and galleries to increase opportunities for BLV users to
physically interact with exhibits [2, 3].

However, some tactile materials incorporate braille or legends
to facilitate understanding for BLV users. Such additions, though,
may reduce the amount of tactile information that can be directly
perceived by touch [7, 37, 39, 66]. Moreover, since not all BLV
users are able to read braille, incorporating it does not necessarily
accommodate every user [10, 53]. Understanding these limitations
is essential for designing tactile content that balances informational
clarity with unimpeded tactile exploration.

2.2 Development of Interactive 3D Models
(I3Ms)

To move beyond static labels, Interactive 3D Models (I3Ms) inte-
grate audio, haptics, and other modalities directly into tactile mod-
els. Toolkits add voice labels to 3D-printed models [37, 66], while
others pair audio with haptic feedback on complex forms [78, 79],
making updates easier and enabling freer exploration [47]. Further
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enhancing interactivity, systems combine audio, vibration, and ges-
ture recognition to broaden access for non-braille users [8] and
increase the information conveyed [45, 71].

Researchers have also embedded clear audio explanations into
tactile content [35, 42], including gesture-based audio guides in
museums [55], camera-triggered audio labels [17], and QR code ac-
tivated narrations on tactile diagrams [4, 23]. Navigation aids using
combined tactile and audio feedback [1, 12, 77, 80] and wearable
pen-type or ring-type devices [19, 74] further demonstrate how
physical models and interaction technology can merge. Despite
their promise, these solutions remain largely static and do not tailor
support to individual knowledge or exploration styles [21, 43, 59].

2.3 Tactile Exploration Using I3Ms

I3Ms are now entering mainstream education. Recent studies have
introduced modular, voice-guided assembly systems [51, 52] com-
pared an interactive 3D model with a DIY interactive 2D tactile
map of a complex building [63] and surveyed the adoption of 3D
printing in classrooms [36]. Together, these works underscore the
growing importance of tactile tools in both formal and informal
learning settings.

Despite these advances, the exploration strategies of BLV users
remain under-examined. Shi et al. analysed gestures and hand move-
ments across multiple static models, revealing demand for audio
cues, buttons, and gesture support, yet leaving dynamic exploration
unaddressed [67]. Reinders et al. first conducted a Wizard-of-Oz
study that combined natural-language queries with audio and hap-
tic output, then evaluated a fully functional multimodal I3M; partic-
ipants preferred the integration of touch, vibration, and conversa-
tion [59, 60]. However, because these studies focused on one model
at a time, the question of when and how users should switch modes
or navigate multiple related models particularly those differing in
more than scale remains unresolved.

Building on this momentum, we investigate the design require-
ments for interactive dialogue and temporal dynamics that allow
BLV users to move fluidly among multiple models while main-
taining self-directed engagement with complex scientific themes.
Ultimately, our goal is to foster intrinsically motivated tactile explo-
ration and advance self-directed STEM learning for BLV audiences.

3 STUDY 1: INTERVIEW WITH EXPERTS
WHO PROVIDES GUIDANCE DURING
TACTILE EXPLORATION

To gain a deep understanding of the current state of tactile guidance
for BLV individuals, identify challenges, and pinpoint areas for
improvement, we conducted semi-structured interviews with 22
experts from diverse fields, all with extensive experience supporting
BLV users’ tactile exploration. By involving specialists from various
domains, we gathered a broad range of perspectives not tied to
any single use case. The interviews focused specifically on the
materials used for scientific themes, the timing of explanations, and
the communication strategies employed.

3.1 Participants

We recruited 22 participants with diverse backgrounds (10 males,
12 females, average age = 44.25, SD = 13.25). P14 and P15 reported
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their ages in their 40s and 50s; thus, the average age was calculated
based on the responses of 20 participants. Among the participants,
7 work as science communicators at science museums, 1 is a tactile
museum staff, 8 are teachers at schools for the blind (teaching
subjects include 1 science, 3 acupuncture, 1 independent living
skills, 1 mathematics, and 2 English), 5 are staff at BLV support
facilities, and 1 is a researcher specializing in accessibility. Notably,
P10 has low vision, while P20 and P22 are congenitally blind.

All participants have experience in providing explanations or
guidance to BLV users using at least one type of tactile content,
whether 2D tactile graphics, 3D models, or actual objects with
experience ranging from 1 to 34 years (average year = 9.5). Demo-
graphic information, occupations, and years of experience for all
participants are summarized in Table 3 in the Appendix.

3.2 Methods

Interviews were conducted via Zoom! and lasted 60 minutes per
session. At the beginning of each interview, we obtained partic-
ipants’ consent for the interview and for recording the session.
Two of the authors participated in each interview session, with one
serving as the facilitator and the other taking notes. Initially, we
gathered background information on the participants, including
their prior experiences in tactile instruction. The interview ses-
sions were then divided into three main categories of questions:
(1) Tactile content used for conveying concepts, (2) Instructional
approaches and correction during tactile exploration, and (3) Strate-
gies for communication and adaptations based on learner needs.
Detailed questions for each category are provided in Table 4 in the
Appendix. According to the guidelines of the research institution,
ethical pre-evaluation or permission was exempted for this study.

3.3 Data Collection and Analysis

The interview recordings were transcribed using Notta?. We then
conducted an iterative thematic analysis [6] to identify themes. First,
two authors independently analyzed the data and performed open
coding [13]. Next, we discussed the codes and resolved conflicts,
such as missing codes or disagreements.

Once the authors reached an agreement, we transferred the codes
into digital sticky notes on Miro®. Using the affinity diagramming
technique [5], we grouped the codes into themes. This process
resulted in the identification of five key themes. It is important
to note that the number and composition of themes in a thematic
analysis can vary according to factors such as the volume of data
and the specific research focus [6].

3.4 Findings

3.4.1 Use of Diverse Tactile Materials and Disassemblable Models.
All participants suggested that combining a variety of tactile ma-
terials and models to explain a single concept greatly enhances
BLV users’ conceptual understanding and promotes an integrated
comprehension of tactile information. For example, six participants
(P8-P14) reported creating custom teaching materials using items
such as cotton, milk cartons, felt, and additional tactile diagrams

'https://zoom.us/
*https://www.notta.ai/en
Shttps://miro.com/en
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when existing 3D models or tactile graphics did not provide suffi-
cient detail. This finding is consistent with previous research [31].

In particular, seven participants (P1, P3, P5-P7, P20, and P22)
strongly endorsed the use of disassemblable models. It was noted
that disassemblable models allow an object to be understood from
both an external and internal perspective. P9 remarked, “For items
like fish that cannot be understood without examining the interior, a
disassemblable model is ideal,” emphasizing that tactile exploration
of internal structures is crucial for independent living.

Additionally, seven science communicators (P1-P7) reported
that combining a 2D overview diagram of the International Space
Station (ISS) with detailed 3D models and full-scale models proved
especially effective for conveying complex topics. This approach
stimulates users’ imagination and enhances comprehensive under-
standing, an effect that verbal explanations alone cannot achieve.
Moreover, the sequence in which multiple tactile contents are ex-
plored was frequently adjusted to meet individual needs. For exam-
ple, P12 noted “Student who struggle with mental imagery, we have
them explore 3D models instead of 2D.” This two-step approach was
found to be particularly effective.

Integrating multiple tactile sources helps BLV users deepen their
understanding of content and concepts while also prompting new
questions during exploration. However, five teachers (P10-P15)
noted that there is currently no technology available to support
the use of multiple models. For example, P15 stated, “It would be
extremely convenient if there were a technology that could automat-
ically explain each model while learners use multiple models, this
could be especially effective in group lessons.” Similarly, P12 com-
mented, “Totally blind children often require extensive explanations,
whereas low-vision children, who still have a relatively preserved field
of view, can sometimes become bored. I would be very pleased if there
were a tool that could combine explanations with a question-based
approach to further enhance knowledge during those moments.” These
responses suggest that a system capable of providing both detailed
explanations and interactive questions when using multiple models
would be highly beneficial.

3.4.2  Exploration Strategies: Balancing and Switching Between User-
Led and Guide-Led Approaches. In the context of tactile exploration
for BLV users, it was found that facilitators employed both user-led
and guide-led approaches, switching between them based on the
user’s level of understanding and the specific context.

The user-led approach involves the facilitator initially providing
only a general overview of the model, after which the user is en-
couraged to explore the tactile content freely and spontaneously.
As users ask questions during their exploration, the facilitator re-
sponds accordingly, helping to deepen the user’s understanding. 7
participants (P2, P6, P9, P14, P18, P19 and P21) emphasized that ex-
cessive correction or premature intervention by the facilitator tends
to diminish the user’s motivation and comprehension. For example,
P9 stated, “Explaining everything deprives the learner of opportuni-
ties to cultivate their own curiosity,” and P21 warned that “Excessive
intervention can foster a negative attitude toward tactile engagement.”
These participants highlighted the importance of minimal inter-
vention that allows for independent exploration and spontaneous
formation of questions.
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In contrast, the guide-led approach is characterized by a pre-
defined, systematic sequence of explanations that the user follows
while exploring the tactile materials. This method helps reduce cog-
nitive load and enables learners to build their understanding step
by step, from an overview to more detailed content. For instance,
P12 suggested that starting with a 3D model explanation and then
transitioning to more challenging 2D tactile diagrams allowed for
comprehensive understanding. P22, a researcher with visual impair-
ment, stated, “Exploring freely alone does not lead to understanding.
I need to touch while listening to a story-based explanation to achieve
deeper comprehension.” Similarly, 5 participants (P5, P6, P9, P17 and
P20) reported that beginning with a summary of the overall content
and then proceeding to storytelling-based explanations effectively
facilitated knowledge retention.

3.4.3 Challenges in Determining the Timing of Explanations. All
participants emphasized the need to adjust the timing of expla-
nations flexibly, depending on the user’s level of understanding,
pace of tactile exploration, and degree of engagement. However,
determining the appropriate timing was found to be challenging,
particularly when interacting with BLV users for the first time.
P11 noted, “When a student was exploring a map used for mobility
training, their hand had stopped moving, so I began to speak. But the
student told me not to explain at that moment because they were try-
ing to visualize the map in their mind.” This illustrates the difficulty
in judging when to intervene with an explanation. P14 stated, “The
student I regularly work with always makes the same facial expression
when they don’t understand, so I don’t find it difficult to judge the
right moment to explain. But with students I am not familiar with, it
would be more difficult.” P15 noted, “When they furrow their brows, I
can tell they’re lost at least with the students I work with regularly”.
These responses highlight that familiarity with the user affects the
ability to determine appropriate timing.

Tactile museum and science museum staff, who often interact
with BLV visitors for the first time, reported particular difficulty in
reading individual reactions accurately. P4 explained, “In a school
setting, we might be able to judge from facial expressions or hand
movements, but at a science museum, it’s usually our first time meet-
ing the visitor, so it’s harder. That’s why we try to observe participants
closely and match the pace of our explanations to theirs.” These find-
ings underscore that the timing of explanations depends heavily
on user reactions and levels of engagement, requiring facilitators
to make sensitive, context-aware decisions.

3.4.4  Correction Methods in Explanation. When guiding BLV users
in tactile exploration using tactile content, all participants reported
having had experiences where they needed to correct the user
because the user was touching a different part of the model than the
one being explained. Two main correction methods were identified:
physically guiding the user’s hand to the correct location, and
providing verbal instructions only, allowing the user to move their
hands independently.

Eleven participants reported using direct hand guidance as a cor-
rection method. All of them emphasized that they always obtained
the user’s permission before touching their hand. P3 explained,
“We guide their hand because continuing with verbal explanations
would only cause more confusion.” P20 stated, “As a blind person
myself, I don’t mind having my hand guided. It helps me reach the
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correct part of the model faster and with less stress.” In contrast, P22
responded, ‘T absolutely dislike having my hand touched. Instead of
physical guidance, clear verbal instructions that help me reach the
correct part on my own are better for independent exploration.” These
contrasting views indicate that preferences for hand guidance vary
among users. Additionally, P1 noted, “If the goal is for users to ex-
plore independently, some form of voice-based guidance is preferable,”
suggesting that physical hand guidance, while effective, may be
limited in its applicability.

Furthermore, eleven participants reported guiding users verbally
to the correct location. P1, P4-P6, and P8 gave directional cues
based on the user’s current hand position, such as, “Move a little
to the right from where you are now.” Notably, P7 stated, “Before
correcting, I first describe the part the user is currently touching. Then
I redirect them to the part I intended to explain,” showing a flexible
verbal strategy that incorporates acknowledgment of the user’s
current position before redirection. However, P6 added that “Even
when I say ‘right’ or ‘left, users often move their hands too much,
making accurate guidance difficult.” They found that providing more
specific instructions such as “move 3 cm to the right” was more
effective in promoting understanding.

3.4.5 Communication Style and Personalization: Adapting to Visual
Function, Learner Characteristics, and Group Settings. All partici-
pants reported that they flexibly adjusted both their language and
explanatory strategies based on users’ visual capabilities and prior
visual experiences. In particular, P21 stated, “Learners with acquired
blindness tend to rely on visual memory to grasp concepts, so ref-
erencing visual features and colors is effective. On the other hand,
congenitally blind learners, while generally adept at tactile explo-
ration, require metaphors for explaining color and scale.”

Six science communicators (P1-P6) also revealed that when
explaining scientific topics to BLV individuals, they frequently
use easy-to-imagine metaphors. P4 pointed out that comparative
expressions such as “about the size of two people” or “a distance
equivalent to two train stations” are effective in conveying size.
However, P3 commented, “When presenting an exhibit on viruses,
we received feedback that using metaphors still made it difficult for
visitors to form a clear mental image.” This indicates that, for certain
scientific topics, words alone may not be sufficient.

Eight participants (P9-P16) emphasized the need to tailor com-
munication based not only on visual ability but also on factors such
as age, prior knowledge, tactile experience, language proficiency,
and personality. For instance, P14 stated, “While kindergarten chil-
dren generally require more structured guidance and concise expla-
nations, middle and high school students tend to engage in deeper
conceptual questioning and abstract reasoning.”

The mode of communication varied depending on the number
of BLV users and facilitators. One-on-one instruction, often used
in mobility training or early tactile literacy development, allowed
communicators to tailor their guidance to each individual’s learn-
ing style. In contrast, settings such as museum tours or classroom
lessons typically involved small groups (3-6 participants), where
providing clear explanations to individuals with different back-
grounds and perspectives in the same space was more challenging.
P5 noted, ‘T led a tour for multiple participants, and instructions
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intended for one person were misunderstood by another, causing con-
fusion.” This highlights the need for personalized guidance even in
group-based learning environments.

3.5 Design Requirements

Based on the results of interviews from Section 3.4, we have iden-
tified five key design requirements (D1-D5) that are critical for
supporting independent tactile exploration by BLV users and deep-
ening their understanding of scientific concepts.

« D1 Use of Multiple Tactile Contents and Disassemble
Models: By using multiple tactile models for a single theme,
BLV users can independently grasp the interrelationships
among its various components. Furthermore, incorporating
disassemble models provides users with the opportunity to
explore internal structures, thereby making abstract concepts
more tangible.

D2 Choice and Switching of Explanation Methods: The
system should offer users the option to choose between en-
gaging in self-directed exploration with spontaneous ques-
tioning and receiving story-based guide, and to switch freely
between them during use. In both modes, the system should
first provide an overview before delving into detailed expla-
nations.

D3 Minimal Intervention and Respect for Autonomy:
To preserve learner autonomy, tactile exploration should
involve minimal explanation and intervention. If a learner
is confused, subtle prompts such as “Where are you getting
lost?” can be used to encourage their sense of control.

D4 Option for Guided Assistance: With minimal interven-
tion, some users may experience uncertainty about which
areas to explore. Therefore, the system should provide an
optional “directional guidance mode” that can be activated
when needed, enabling a balanced approach between self-
directed exploration and corrective support.

D5 Adaptive Communication Tailored to Individual
Characteristics: Communication should be adapted to each
user’s characteristics, such as visual abilities, background,
and experience. In group instruction settings, special care
must be taken to ensure that no participant is left behind.

These design requirements aim to support BLV users in engaging
in self-directed tactile exploration, deepening their understanding
and interest in scientific themes, and ultimately generating new
questions. While our long-term goal is to develop a interactive
“Touch and Talk” system that utilizes a camera to track user be-
havior and provide adaptive feedback, the present study focuses
primarily on exploring dynamic timing and interactive communica-
tion methods to highlight the benefits of adaptive, dialogue-driven
touch interactions, beyond the purely technical aspects such as
recognition.

4 STUDY 2: TACTILE EXPLORATION USING A
TECHNOLOGY PROBE ON SCIENTIFIC
THEMES

To investigate the specific design of an adaptive and interactive
“Touch and Talk” system, we conducted a second study with 10 blind
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and low vision (BLV) participants using a low-fidelity technology
probe. While informed by the design requirements identified in
Study 1 (Section 3.5), this probe prioritized core features—such as
dynamic explanation modes and directional guidance—that were
most relevant for probing interaction patterns and investigating
user difficulties. Through this exploratory study, we examined how
BLV users integrate information across multiple tactile sources,
and how such an interactive system can be designed to foster self-
directed, meaningful engagement with complex scientific concepts,
deepen interest and understanding, and stimulate the generation
of new questions.

4.1 Technology Probe Design

4.1.1  Multimodal Content: Scientific Themes and Tactile Models.
Drawing on feedback from expert interviews, we selected two
complex scientific themes that encompass multiple perspectives,
making them difficult to convey through a single tactile model. We
chose “Earthquake and Tsunami Mechanisms” and “The Journey
of Hayabusa2”. Each theme was represented through three interre-
lated tactile models. The models were designed not only to convey
content through touch but also to emphasize distinct learning goals:
the Earthquake materials aimed to present multiple conceptual per-
spectives (e.g., internal structure vs. causality), while the Hayabusa2
materials focused on illustrating relationships between different
objects, including enlarged and disassemble parts.

“Earthquake and Tsunami Mechanisms” Theme (hereafter
referred to as Earthquake): As shown in Figure 1, this set of
tactile models was designed to introduce different views of the
phenomenon, including both structural composition and causal
mechanisms:

+ A 3D-printed tactile globe with protrusions representing
tectonic plates, one-quarter of which was disassemble to
allow tactile exploration of its internal layers, created using
publicly available design data?. (Figure 1 (b))

A tactile diagram representing tsunami mechanisms,
constructed with laser-cut overlapping elements to clearly
distinguish between tectonic plates and tsunami flows. Dif-
ferent textures represent the Eurasian and Pacific plates®.
(Figure 1 (c))

A contrasting tactile diagram of tsunami sedimenta-
tion: the left side features laser-engraved textures based on
an image of real sediments, capturing naturally ambiguous
boundaries®; the right side uses laser-cut overlapping layers
with exaggerated boundaries and varied texture densities to
enhance clarity. (Figure 1 (d))

“The Journey of Hayabusa2” Theme (hereafter referred to as
Hayabusa2): As shown in Figure 2, this theme aimed to support

*https://www.thingiverse.com/thing:1750333

The original tactile graphic was adapted from the tactile book Earthquakes and
Tsunamis Through Touch. Because raised-line tactile graphics can be difficult for some
BLV individuals to perceive, especially when distinguishing larger areas, we enhanced
the tactile clarity using a 2.5D representation created with a laser cutter. Each layer
was elevated by 2.5 mm, allowing users to more easily distinguish between elements
such as tectonic plates and tsunami flows.

®The actual sediment specimens are those exhibited at the science museum. Copyright
law permits making these exhibits accessible to visitors with visual impairments and
sharing them individually for personal use.
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exploration of object interrelationships, such as between spacecraft
components and their journey to the asteroid:

+ A 3D printed model of the asteroid Ryugu, the celestial
body visited by Hayabusa2, created using publicly available
data’. (Figure 2 (b))

+ A 3D printed model of the Hayabusa2 spacecraft, cre-
ated using publicly available design data®. (Figure 2 (c))

+ A 3D model of Hayabusa2’s re-entry capsule, the com-
ponent that returned to Earth. The model is designed to be
disassembled in two stages—first, the heat shield can be re-
moved, and then the capsule separates into three parts to
reveal the internal sample container. Braille labels and tactile
arrows were added to guide the disassembly and reassembly
process. (Figure 2 (d))

4.1.2  Adaptive Interaction: Wizard-of-oz Interface. To explore how
a future interactive “Touch and Talk” system might support self-
directed tactile exploration, we implemented a low-fidelity, voice-
based interface (Figure 7) using a Wizard-of-Oz approach. Our long-
term goal is to develop a fully autonomous system that leverages
camera-based gesture recognition and speech-based interaction to
adaptively present information in response to users’ movements
and verbal input.

In this study, we simulated this vision through a controlled setup
that combined pre-recorded audio descriptions (generated using
OpenAT’s text-to-speech API?) and real-time responses (generated
using OpenAI’s GPT-4 and text-to-speech API). The system was
operated on-site by a author acting as the “wizard” The author
listened to participants’ verbal input, observed their hand move-
ments, and selected appropriate responses. During the experiment,
participants were not informed about the Wizard-of-Oz method
and were debriefed afterward. This Wizard-of-Oz setup allowed us
to simulate a responsive conversational system while avoiding the
technical limitations of real-time gesture and speech recognition.

To limit unintended human intervention, we employed a strict
can’t-answer routine: whenever a participant’s action or request
was ambiguous, the wizard played the fallback prompt “Sorry, I
can’t answer your question. Please try another way.” If the same
ambiguity occurred three times, a second prompt — “Please discuss
with the researchers for system improvement.” —terminated the
session.

To support diverse exploration styles and learning needs, the
system followed a three-phase adaptive interaction flow:

(1) Initial Overview: The system first introduced all three tac-
tile models for the selected scientific theme, offering a brief
explanation of each to help participants choose their starting
point.

(2) Two Exploration Modes: Participants could choose be-
tween two explanation modes and switch between them at
any time:

(a) Question-Based Interaction: Participants explored the
models freely and asked questions verbally. If a matching
response existed in the pre-recorded audio, it was played
immediately. Otherwise, the question was forwarded to

"https://www.hayabusa2.jaxa.jp/en/galleries/3D/

8https://www.thingiverse.com/thing:3712838
*https://platform.openai.com/docs/guides/text-to-speech
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Figure 1: Three models used for the theme “Earthquake and Tsunami Mechanisms.” (a) From left to right: a 3D printed tactile
globe, a tactile diagram representing tsunami mechanisms, and a contrasting tactile diagram depicting tsunami sedimentation.
(b) The globe can be disassembled; its main body consists of multiple layers. (c) The tactile diagram is overlaid with different
textures to facilitate understanding through touch. (d) Both tactile diagrams represent tsunami sedimentation; the left version
directly replicates the real object’s features, while the right version incorporates varied textures to emphasize sediment
boundaries. The textures and reliefs used in (c) and (d) are solely intended to enhance tactile readability and carry no inherent

meaning,.

the GPT-4 APL If GPT-4 could not provide a satisfactory
answer, the system responded: “Sorry, I cannot answer that
well. Please discuss with the researcher for improvement”
Storytelling Narration: The system delivered a sequen-
tial, pre-scripted explanation that began with a general
overview and gradually introduced details while linking
across different models. The narration paused at each step,
allowing participants to proceed at their own pace by say-
ing “next”
The transcript of pre-recorded audio of each theme was de-
tailed in Appendix B.
(3) (Optional) Directional Guidance: If participants had diffi-
culty identifying a specific tactile feature, they could activate
a guidance mode. In this mode, the system gave directional
cues such as “I will start to guide you through your right
index finger,” “Move left,” or “A bit more to the left,” helping
guide their touch to the correct location.

®

=

4.2 Participants

Ten BLV individuals (5 male, 5 female; average age = 47.83, SD =
13.09) were recruited via the organization’s mailing list. Three par-
ticipants self-identified as having low vision, while seven reported
being totally blind. Detailed participant information is provided in

Table 1. Eight participants had prior experience receiving expla-
nations through 2D tactile graphics. Seven participants reported
having received explanations using 3D tactile models including
those depicting yoga body movements, rockets, human anatomy
models, and architectural structures. Three participants had expe-
rience with explanations that simultaneously employed multiple
tactile contents, such as rockets, maps, and human anatomy mod-
els. All participants stated that explanations are essential during
tactile exploration and expressed a desire to conduct exploration
independently, without assistance. Regarding braille literacy, five
participants reported that they cannot read braille at all, two stated
that they can decode braille slowly, one mentioned that they learned
braille in the past but cannot recall it now, and two indicated that
they can read braille fluently.

4.3 Procedure

Each session lasted approximately 90 minutes, with breaks offered
as needed. The session was conducted individually in a quiet, private
room. The recruitment and study procedure were approved by an
Institutional Review Board.

4.3.1 Preparation. After signing the consent form and providing
demographic information, participants were introduced to the study
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Figure 2: Three models used for the theme “The Journey of Hayabusa2.” (a) From left to right: a 3D-printed Asteroid Ryugu,
a 3D-printed Hayabusa2 spacecraft, and a 3D-printed re-entry capsule of Hayabusa2. (b) Asteroid Ryugu features textured
surfaces that give it a rough, cratered feel when touched. (c) The opposite side of the Hayabusa2 spacecraft. (d) Hayabusa2’s
re-entry capsule can be disassembled in two stages. First, the capsule splits into two halves (left side of (d)); then it can be
further dismantled (right side of (d)). Once disassembled, the chambers A, B, and C which store the parachute and sand can be

explored through touch.

goals and given a short demonstration of how to interact with the
voice-based system. This briefing session lasted approximately 20
minutes.

4.3.2  Main Study. Each participant explored one of two scientific
themes. P1, P3, P5, P7, and P9 explored the Earthquake theme,
while P2, P4, P6, P8, and P10 explored the Hayabusa2 theme. For
each theme, three tactile models were presented simultaneously,
and participants were free to choose which to explore first. Before
the start of the session, participants were asked to rate their prior
understanding of and interest in the theme using a 7-point Likert
scale, from 1 (not at all) to 7 (extremely). To promote purposeful
exploration, participants were asked to keep three tactile reasoning
tasks in mind as they interacted with the system and models: (1)
Describe the overall concept or structure of the tactile models. (2)
Explain how the different models relate to anothers. (3) Reflect on
whether your understanding of the theme deepened and whether
the exploration led you to form new questions.

During the touch exploration session shown in Figure 3, par-
ticipants interacted with the system to receive guidance and ask
questions. If the system could not adequately respond, such as when

an answer was unclear or unavailable, the interaction was paused,
and the author engaged the participant in a brief discussion. These
moments helped clarify participants’ needs and informed poten-
tial improvements to the system design. The session concluded
when the participant had explored all three models, completed the
three tasks, and indicated that no further support was needed. This
session took around 50 minutes.

4.3.3  Post-Exploration Interview. After completing the tactile ex-
ploration tasks, participants took part in a semi-structured inter-
view lasting approximately 20 minutes. The interview covered two
main areas: (1) Task reflection and perception: Participants were
invited to reflect on the three tactile reasoning tasks and rate their
understanding and interest in the theme using a 7-point Likert
scale (1 = not at all, 7 = extremely). (2) Feedback on theme-specific
support: Participants were prompted to share what aspects of the
system were helpful and what could be improved to enhance their
understanding and interest in the theme. They were also instructed
to compare the experience with that of being guided by a human
facilitator.
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ID Field of vision Visual impair- Age Gender Experience Experience Experience Braille liter-
ment status in 3D models in 2D models in multi acy
models
P1 Low vision (0.05 in both eyes; 10 years ago 35 Male No No No Cannot read at
with a central scotoma) all
P2 Totally blind Congenital 64 Female  Yes Yes No Cannot read at
all
P3 Totally blind (with light per- 12 years ago 52 Female Yes Yes Yes Cannot read at
ception) all
P4 Totally blind Onset at age 15 28 Male Yes Yes Yes Can read and
use it fluently
P5 Totally blind 13 years ago 21 Male Yes Yes Yes Can read and
use it fluently
P6 Totally blind (right eye can Right eye since 52 Female No Yes No Can read one
perceive light and shadows) 1 month old; left character at a
eye since age 3 time
pP7 Low vision (0.02 in left eye) 6 years ago 56 Male No No No Cannot read at
all
P8 Low vision (central field of 1, 5 years ago 52 Female Yes Yes No Cannot read at
poor color perception) all
P9 Totally blind (capable of rec- 16 years ago 52 Female Yes Yes No Can read one
ognizing silhouettes) character at a
time
P10 Legally blind (right eye is Congenital 57 Male Yes Yes Yes Cannot  re-

blind; left eye has light per-
ception)

member

Table 1: Demographic information for the 10 BLV participants in Study 2.

Figure 3: Participants exploring the three tactile contents. (a) A participant in the earthquake theme freely lifted and touched the
3D printed globe model, actively exploring its features. (b) A participant in the Hayabusa2 theme was able to freely disassemble
the model.

4.4 Data Collection and Analysis

All sessions were audio and video recorded for later analysis. System
logs from the Wizard-of-Oz interface were also collected to capture
real-time interactions during tactile exploration. During the tactile
exploration, authors identified usability challenges by noting events
that disrupted the experience and moments that led to discussions
about potential improvements. Audio recordings were transcribed
using Notta and manually verified for accuracy. Thematic analysis
[6] was conducted on both post-exploration interviews and in-
session notes and discussions. Two authors independently coded
the transcripts and collaboratively grouped the codes into themes

through an iterative comparison process. The analysis followed the
procedure described in Section 3.3.

4.5 Results

This section reports findings organized into two categories: (1) inter-
action patterns and challenges, and (2) the impact on understanding
and engagement. The first focuses on how participants engaged
with the system, highlighting both effective elements and areas for
improvement. The second presents changes in self-reported under-
standing and interest, along with reflections on how the system
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Understanding Understanding Interest Interest

ID Theme
Before After Before After
P1  Earth- 2 3 5 5
quake
P2  Hayabusa2 2 5 4
P3  Earth- 2 3 6
quake
P4  Hayabusa2 1 3 5 6
P5  Earth- 4 7 7 7
quake
P6  Hayabusa2 2 4 4 7
P7  Earth- 2 5 3 4
quake
P8  Hayabusa2 1 5 2 6
P9  Earth- 4 6 6 7
quake
P10 Hayabusa2 4 5 7 7

Table 2: Before and after the tactile-exploration experiment,
10 BLV participants rated their understanding and interest
in each theme on a 1-7 Likert scale.

can better supported learning. Together, these findings inform the
design of an accessible and engaging “Touch and Talk” system.

4.5.1 Interaction Patterns and Challenges. Mode Selection and
Adaptability. Nine participants (all except P8) chose the story-
telling narration and reported that being able to select their pre-
ferred mode reduced their cognitive load. P1 stated, “The storytelling
approach deepens my understanding,” while P2 commented, ‘Tt re-
duced stress, especially with difficult topics.” During storytelling
narration, all participants used voice commands such as “Next” and
“Please proceed,” and six (P1, P3—-P7) provided spontaneous verbal
feedback phrases such as “Ah, I see,” “Thank you,” “Understood,” “I
didn’t know that,” and “That’s interesting”, demonstrating real-time
engagement and comprehension.

P8 was the only participant to explore in question base interac-
tion, though they did not explicitly select it. Instead, P8 interrupted
the system’s initial overview with questions such as “What is this?”
and continued tactually exploring via further questions. As a result,
their inquiries became scattered, leading to a misunderstanding: T
thought Ryugu was not an independent asteroid but a component at-
tached to Hayabusa2. Only after repeated questioning did I realize my
mistake.” P8’s behavior reveals system limitations. Participants may
start interacting before fully understanding available modes indicat-
ing a need for more adaptive and responsive mode switching. While
the misunderstanding was ultimately resolved through continued
interaction, concerns remain about whether users could correct
similar errors independently without precise system support.

Guidance Features and Spatial Language. All participants
encountered situations where they did not know which part of
the model to touch based on the system’s instructions, prompting
them to activate the directional guidance mode. For example, when
the system said “move to the right,” four participants (P2, P4, P6,
P7) moved their fingers much farther right than intended. When
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the system then instructed “move to the left” to correct this, their
fingers again deviated significantly. These four participants reported
feeling considerable stress when guided through finger movements
on the 3D model.

It also proved difficult to guide participants to a specific target on
the 3D model using only the index finger. Of the five participants
who explored the Hayabusa model, four (all except P10) failed to
find the correct component based on the system’s directions. When
told to “move backward,” participants often drifted away from the
model and asked in confusion, “What does ‘backward’ mean on this
model?” (P4). Similarly, in the re-entry capsule model, P1 and P3
could not correctly identify the internal layers of the disassembled
sphere because directing them to use “one finger” was insufficient
for small, adjacent regions with overlapping boundaries.

Notably, P9 did not follow the system’s instruction to “guide with
your right index finger” Instead, P9 held the disassembled portion
of the model in their right hand and freely explored the globe’s main
body with their right middle finger, while their left hand stabilized
and rotated the globe. As the model rotated, the system was unable
to provide accurate guidance. Only when P9’s thumb accidentally
landed on the target area and the system responded “That’s it” was
the correct location confirmed. Figure 4 illustrates P9’s actual tactile
exploration. Because we employed a Wizard-of-Oz approach, the
authors were able to monitor the situation and manually intervene
when necessary.

Six participants (P2, P5-P7, P9, P10) suggested that a camera-based
system capable of tracking finger position would support indepen-
dent exploration. P5 commented, “If my finger covers Japan on the
globe and the camera captures the whole Earth, it could show that the
hidden area is Japan, letting me identify it without guidance.” P10
added, “Most of the time I want to explore freely, but I need help when
I get stuck. However, I want that help to be something I can handle on
my own,” emphasizing the need for both autonomous tactile explo-
ration and camera-based finger tracking in future systems. These
findings suggest the necessity of providing spatial instructions an-
chored to clear reference points and consistent model orientations.
Instructions should dynamically adapt to the user’s hand position
and support multi-finger guidance when required.

Timing and System Responsiveness During Tactile Explo-
ration. Seven participants (P1-P4, P7, P8, P10) frequently encoun-
tered challenges related to the timing of audio guidance during
tactile exploration. Many reported that the system’s spoken in-
structions did not align with the rhythm of their hand movements,
disrupting concentration and creating hesitation. In particular, de-
lays caused by transcription and GPT-4 response time led to what 5
participants described as “timing stress.” As P8 explained, ‘T didn’t
know when the system would talk, so I hesitated to speak”

Conversely, P5, P6 and P9 attempted to adapt their hand move-
ments to match the system’s pacing. For example, P5 slowed down
their exploration speed to match the system. These behaviors re-
flected a strong desire to maintain agency and regulate the in-
teraction flow according to their own rhythm, rather than being
constrained by the system’s timing.

5 participants (P1-P4, P7) also noted that, unlike human guides
who can intuitively adjust their explanations using gaze or ges-
tures, the system lacked contextual responsiveness. Instructions
such as “touch here” or “move to the right” were often confusing
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Figure 4: P9’s actual tactile exploration. P9 ignored the system’s guided mode instructions and conducted a self directed
exploration. (a) P9 holds the disassembled segment in the right hand while exploring the globe model with the middle finger.
(b) P9 touches the mantle layer of the globe with the right middle finger.

when delivered too early, too late, or without clear spatial refer-
ence. These comments highlighted the limitations of audio-only
guidance without real-time contextual awareness and underscored
the importance of delivering instructions with precise timing and
clarity. P7 appreciated the system’s consistent and detailed expla-
nations, they emphasized that its inability to adapt to their actions
in real time disrupted the flow of exploration and limited sustained
engagement.

To improve interaction flow, future systems should synchronize
guidance timing with users’ tactile behavior. This could involve
detecting touch activity or hand movement to better align system
responses with user pace. Audio instructions should be concise,
context-aware, and delivered at appropriate moments to support
uninterrupted, self-directed exploration.

Personalization and Adaptive Explanation. Participants ex-
hibited diverse interaction patterns based on their visual abilities
and familiarity with the topic. Three low-vision participants (P1, P7,
P8) could generally recognize the total number and layout of the
models independently but needed audio support to inspect finer
details. As P1 noted, ‘T can tell something is on the table, but even
when I get closer, I can’t see the finer parts.” In contrast, the totally
blind participants (P2-P6, P9, P10) required additional structural
guidance and spatial cues at the start to understand aspects like
model count and arrangement.

Five participants (P2, P6, P8-P10) also valued the ability to ask
follow-up questions via the GPT-based interface. P9 said, ‘T use AI
regularly. If I can ask questions at any time during tactile exploration,
I’d prefer the system over asking a person.” This feature allowed for
some personalization of question timing and content, helping users
explore unfamiliar concepts or clarify specific model details. More-
over, six participants (P1, P3, P6, P8-P10) desired quiz-style prompts

or periodic questions from the system. P6 remarked, “If I'm just
listening to an explanation, I can’t tell if I truly understand. I might
get bored. If the system checked in with me along the way, my com-
prehension would deepen.” Such prompts can foster self-reflection
and correct misunderstandings, and several participants suggested
they could also help catch errors when exploring multiple models.

All participants requested more detailed explanations. For in-
stance, P4 said, “T don’t understand technical terms, but I want to
hear the correct term first, then ask for an explanation in simpler lan-
guage.” These suggestions indicate that even in a guided structure,
letting users control the pace promotes active, responsive inter-
action. Additionally, six participants (P1, P2, P7-P10) expressed a
desire to adjust the difficulty of explanations based on their prior
knowledge during the interaction. This underscores the importance
of dynamically adapting language and tailoring content to meet
individual user needs.

Explaining scale proved challenging as well. Although the system
supplied precise numerical data (e.g., “X kilometers”), five partic-
ipants (P3, P4, P8-P10) found it hard to form meaningful mental
images. P8 even misheard “kilometers” as “meters” and believed
the asteroid was physically part of the Hayabusa2 spacecraft. To
aid conceptual understanding, P3 suggested using comparative ex-
pressions like “about three soccer balls in size” or “several Tokyo
Domes worth.”

These results highlight the necessity for a more personalized
tactile exploration system. Future systems should include an on-
boarding process to assess users’ topic familiarity and let them set
their preferred level of explanation complexity. Moreover, expla-
nations should adjust dynamically and continuously in response
to users’ behaviors, questions, and knowledge levels throughout
the interaction. Scale should be communicated through familiar,
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concrete analogies. Additionally, the system should integrate tactile
input with real-time, context-aware dialogue to support a truly
multimodal understanding.

Confidence and Clarity for Operating Disassemblable Mod-
els. All participants responded positively to the opportunity to
interact with disassemblable models, showing interest in exploring
how internal components fit together. However, all participants
regardless of visual condition faced difficulties when attempting
to disassemble the models. The instruction “this model can be dis-
assembled” was perceived as vague and insufficient. Three partici-
pants (P3, P6 and P8) expressed uncertainty about how much force
they could safely apply or which direction the parts should move.
As P6 remarked, ‘T was afraid I might break it and didn’t know how
much force I could apply.”

As shown in Figure 5, the Hayabusa2 re-entry capsule was
equipped with embossed braille and arrow markings on its halved
interior components to indicate the correct reassembly positions.
However, these proved ineffective for all users. Five participants
(P1-P3, P7 and P8) could not read braille. However, P4 commented,
“There’s a risk I might mistake the braille bumps for a decorative
feature.” Figure 6 illustrates P4 locating and touching the braille.
However, without an initial system prompt, they might mistake it
for decoration highlighting that guidance methods relying solely
on braille or visual cues do not serve all BLV users.

All participants indicated that they expected more explicit, step-
by-step guidance when interacting with removable components.
They anticipated verbal instructions that would clearly describe
where to place their hands, how to move the parts (e.g., pull for-
ward, twist, slide), and what kind of resistance to expect. Without
such instructions, they were hesitant to fully explore the models.
These findings suggest that to support safe, confident, and indepen-
dent interaction with decomposable tactile models, systems must
provide multimodal guidance. Verbal instructions should describe
precise actions, supported by non-visual feedback mechanisms. Ad-
ditionally, models should incorporate intuitive tactile and visual
cues to accommodate both blind and low vision users.

Understanding Model Relationships Participants reported
that interacting with multiple tactile models helped them better un-
derstand the themes. Four participants (P1, P5, P8 and P10) reported
that interacting with multiple models increased their curiosity and
prompted them to seek additional information. P1 reflected that
realizing their own desire to explore further was, in itself, a mean-
ingful outcome.

However, participants differed in their ability to integrate multi-
ple models into a coherent mental representation. P4, who explored
the Hayabusa2 theme, initially misinterpreted the relationships
among the models because Ryugu was introduced first in the narra-
tive, they assumed it was a component of the Hayabusa2 spacecraft.
However, after manipulating the disassembled models with guided
assistance, P4 corrected this misunderstanding and developed a
more accurate understanding of each individual component.

P5, who explored the earthquake theme, was able to understand
the entire sequence from plate movement through tsunami gen-
eration to sediment layer formation by examining each model in
the order presented by the system’s explanation. P5 noted that
this step-by-step interaction helped clarify the conceptual links
between the models.
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However, P1 and P3 were only able to partially understand the
relationships. While they grasped the connection between the tac-
tile globe and the tactile diagram representing tsunami mecha-
nisms, the link between these phenomena and the tactile diagram
of tsunami sedimentation remained unclear. They suggested that
improvements are needed in how the sequence and logical rela-
tionships between tactile models are communicated. Morever, P1
and P10 expressed confusion when explanations lacked clarity in
scale and oreitation relationships. For example, whether a model
was being described in cross-section or plan view—highlighting the
need for better framing of spatial information.

The findings suggest that to support integrated understanding,
future systems should clearly sequence model presentation, rein-
force conceptual relationships, and provide consistent cues about
spatial perspective and scale. Narration should explicitly explain
how models connect, helping users form a coherent and meaningful
mental map.

4.5.2  Impact on Understanding and Engagement. Before conducting
the tactile exploration, participants were asked to rate their level
of understanding and interest on a 7-point scale both before and
after experiments on two different themes. The results are shown
in Table ??2.

Earthquake Theme: Participants showed improved understand-
ing, with average scores increasing from 2.8 to 4.8. Tactile explo-
ration supported comprehension of complex concepts such as tec-
tonic plates, tsunami mechanisms, and sedimentation processes.
P7 said, ‘I learned that there are many plates around Japan. That’s
why so many earthquakes occur.” P9 reflected, “On TV, they only
say an earthquake occurred... But through tactile exploration, I was
truly able to understand that it’s due to the collision of tectonic plates.”
These responses highlight how tactile interaction helped ground
abstract phenomena in more concrete, relatable experiences.

Interest also increased slightly, with average scores rising from
5.4 to 5.8. P5, who rated interest as 7 both before and after, com-
mented, “If I could have selected a score higher than 7,  would have.”
P1, connecting the topic to personal experience, shared, ‘T can’t
see tsunamis, but through tactile exploration, I was able to learn how
terrifying a tsunami really is.” These findings suggest that linking
tactile models to personal knowledge and lived experiences can
enrich emotional engagement and sustained interest.

Hayabusa2 Theme: Participants began with limited prior knowl-
edge of the Hayabusa2 mission. Average understanding scores in-
creased significantly from 2.0 to 4.4, with P4 and P8 initially rating
their knowledge as “1” (no knowledge) and most reporting only
brief familiarity through television. The disassemble re-entry cap-
sule model was a key highlight. Participants commented that being
able to physically take apart the capsule helped them understand
its internal structure. P4 remarked, “So the collected sand is stored
in this part,” while tracing the sample container. P6 noted, ‘T was
surprised by how many craters there were,” and P10 added, ‘T was
shocked to discover its actual shape. I had imagined asteroids to be
smooth and round.”

Interest scores increased from 4.4 to 6.4. Notably, P10 asked
spontaneous follow-up questions such as, “Where did the re-entry
capsule land with its parachute?” and ‘Is that place accessible to
people?” after the session ended. They shared, “Touching multiple
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Figure 5: Figure of the Hayabusa2 re-entry capsule disassembly. (a) The capsule is split in half. The model on the right can
be further separated. Embossed arrows and braille labels have been added to guide BLV users in reassembling the parts, the
arrows indicate the correct orientation for joining. (b) Close-up of the embossed arrows and braille markings.
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Figure 6: P4 locating and exploring the Braille on the model. (a) P4 vocalizes “Is this braille?” while touching the raised dots. (b)
P4 then reports, “I thought this was a decorative pattern on the capsule, not braille,” revealing that when Braille or embossing
is applied to a model, clear notification is essential. It also underscores that braille-based guidance cannot accommodate users

who cannot read braille.

models helped me understand the connections, and now I want to learn
even more. I'm really happy about that.” These findings highlight
that unfamiliar themes can particularly benefit from rich, multi-
model tactile exploration to foster curiosity, emotional connection,
and active inquiry.

Across both themes, tactile exploration led to measurable in-
creases in understanding and interest. In familiar topics earth-
quakes, the models helped reinforce and personalize existing knowl-
edge. In less familiar themes such as Hayabusa2, they served as
an entry point for curiosity and independent learning. The results
underscore the value of multi-model tactile systems in deepening
both conceptual grasp and motivation to explore further. At the

same time, careful consideration must be given to how models
are ordered, how relationships are explained, and how scale and
perspective are conveyed to ensure that connections are clear and
meaningful.

5 DISCUSSION

5.1 Reflections on the Study’s Design Strategy
and Key Findings

This study explored how to design tactile exploration systems that

support conceptual learning, curiosity, and autonomy for BLV users.
Building on findings from our Study 1, which examined (1) tactile
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content for conveying abstract concepts, (2) instructional strategies
for tactile exploration, and (3) strategies for communication and
adaptations based on learner needs, we developed “Touch and Talk”
system, a set of low-fidelity technology probes to investigate how
BLV users engage with multiple tactile models and audio-based
explanations.

Our system design focused on two key themes: (1) providing
multiple tactile models to represent complex scientific themes, and
(2) enabling users to dynamically control how information is deliv-
ered through question base interaction and storytelling narration.
These probes were tested in study 2, controlled sessions with 10 BLV
participants, revealing not only how different users made sense of
the tactile content, but also how their needs diverged in relation to
explanation complexity, spatial guidance, and model manipulation.

Through Study 2, both the strengths and limitations of our ap-
proach were revealed. Participants demonstrated an ability to form
an integrated understanding when multiple tactile models were
clearly ordered and their relationships were mentally linked. How-
ever, confusion arose when the system did not clearly convey in-
formation regarding spatial orientation, model positioning, termi-
nology, and scaling.

The feature allowing users to toggle between storytelling and
question-based modes was generally well received; however, dis-
crepancies between the timing of the system’s explanations and
the users’ hand movements during tactile exploration led to re-
duced engagement for some. Similarly, while all participants agreed
that using detachable models enhanced comprehension, the lack of
specific guidance for disassembling and reassembling the models
resulted in hesitations and frustration. These findings underscore
the importance of designing the Touch and Talk system with adap-
tive, clear, and multimodal support—especially when conveying
abstract or unfamiliar content. The next section outlines six design
recommendations for developing future Touch and Talk systems
that are more comprehensive, effective, and user-driven.

5.2 Design Implications for the Future “Touch
and Talk” System

Based on the findings and observations in this study, we identify
six key design implications for future tactile exploration systems
aimed at supporting BLV users in engaging with complex scientific
content. They are arranged from broad to specific and aligned with
the user journey, starting from pre-exploration setup through to
end-of-exploration reflection.

« Enable Dynamic Personalization Through Onboarding
and Real-Time Adaptation. Our findings reaffirm the im-
portance of personalized guidance for BLV users, echoing
prior work [60], and identify three key needs for science
learning: terminology preservation, user-driven customiza-
tion, and dynamic adaptation. Participants preferred hearing
accurate technical terms, with the option to request sim-
plified explanations. Choosing explanation detail and pace
helped deepen understanding and supported learner auton-
omy. A customizable onboarding step—where users indicate
visual condition and topic familiarity (e.g., beginner to ad-
vanced)—enables the system to tailor content accordingly,
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consistent with recent findings [59, 61]. Study 2 further dis-
covered the value of real-time and dynamic adaptation based
on user behavior and comprehension, enhancing both learn-
ing outcomes and learner agency. We suggest that future
tactile systems integrate onboarding with real-time, con-
versational adaptation. Personalization that is continuous
and context-aware can enable more engaging and effective
science communication for BLV learners.

Use Analogies and Descriptive Language to Convey
Scale and Model Features. Many participants struggled to
visualize abstract numerical dimensions (e.g., “X kilometers”).
To support mental modeling, the system should complement
precise measurements with relevant analogies (e.g., “about as
large as a soccer field”). This approach helps anchor abstract
concepts within a familiar frame of reference. Furthermore,
by using vivid and descriptive language that emphasizes
the relationship between space and tactility, abstract sci-
entific concepts can be made more concrete and easier to
understand. Phrases such as “a surface with uneven textures
resembling a crater” help users associate verbal explana-
tions with tactile input. The need for easily comprehensible
language is consistent with [59].

Real-time Position Awareness Through Hand Track-
ing. Accurate spatial guidance remains a central challenge
in tactile exploration, and purely vision-based hand tracking
suffers when users’ fingers occlude the model. To mitigate
this limitation, an autonomous system should fuse comple-
mentary sensing strategies. One avenue is to maintain a
virtual proxy of the model anchored by an AR marker that
stays visible to an external camera [68]; the proxy preserves
model pose even when parts are hidden behind the user’s
hands. A second, occlusion-robust option is to reposition
the camera onto the user. For example, finger-mounted or
ring-mounted cameras that simultaneously capture finger-
tip location and points of contact [22]. For surface details
too small for reliable computer vision, we envisage embed-
ding low-cost pressure, capacitive, or Hall-effect sensors
directly into printed components. In parallel, adding CV-
friendly landmarks—distinct colours, fiducial labels, or mag-
netic markers can simplify part recognition; colour-coded
blocks have already proven effective for assembly guidance
[52]. By combining these modalities, the system could de-
liver context-sensitive feedback such as “Your thumb and
index finger are touching the edge of the solar panel” This
approach helps reduce confusion, improve the accuracy of
guidance, and support users in confidently exploring com-
plex 3D models.

Adaptive Exploration Assistance Based on Tactile Be-
havior. To maintain flow and reduce “timing stress,” the
system must dynamically adjust its pace and the granular-
ity of its guidance based on tactile input. For example, if a
user stops interacting for an extended period, the system
might provide follow-up information or ask, “Would you
like to learn more about this section?” This approach fos-
ters a sense of agency and promotes interactive engagement
rather than passive instruction. The need for user-driven
tactile exploration support is consistent with [59].
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« Multimodal Feedback for Manipulating Disassembled
Models. The use of disassembled models is recommended in
[60], but participants expressed concerns that handling such
models might involve applying too much force or damaging
components, leading to hesitation. To address this issue, the
system should provide clear, step-by-step audio instructions
that specify precise actions (e.g., “Hold the base with your
left hand and pull the top upward with your right hand”),
while anticipating users’ concerns regarding movement and
resistance. These instructions should be reinforced with non-
visual feedback such as tactile click sounds or vibrations to
confirm successful disassembly or assembly. Additionally,
labels should incorporate clear tactile features (e.g., texture,
raised shapes) and high-contrast visual elements to support
both blind and low vision users, rather than relying solely
on Braille.

Promote Reflection Through Quizzes and Recaps. Sev-
eral participants expressed a desire to verify their under-
standing during or after exploration. Prompting users with
reflective questions (e.g., “Where was the sample capsule
located?”) or short quizzes can reinforce learning, clarify
relationships between models, and encourage deeper curios-
ity—particularly in open-ended, self-guided environments.

6 LIMITATIONS AND FUTURE WORK

While this study yielded valuable insights into the design of tactile-
exploration systems for BLV users, several limitations and corre-
sponding research directions remain.

Individual vs. Group Use. Our investigation centred on single-
user exploration. Although Study 1 revealed communication needs
in group settings, Study 2 did not examine shared interaction dy-
namics. Future work should analyse how multiple BLV users coor-
dinate turn-taking, engage in collaborative inquiry, and cope with
differences in pace and understanding.

Sample Size and Participant Diversity. Study 2 involved ten par-
ticipants—appropriate for an exploratory technology-probe study,
yet insufficient for broad generalisation. Replication with a larger
and more demographically diverse cohort is required to confirm
robustness and uncover edge-case behaviours.

Wizard-of-Oz Prototype. The Wizard-of-Oz protocol allowed us
to investigate the prospective capabilities of the “Touch and Talk
system”. However, it differs from full automation in two critical re-
spects. First, because a human “wizard” interpreted ambiguous user
actions, potential breakdowns that an autonomous system would
expose may have been obscured, even though we employed the
strict can’t-answer routine described in Section 4.1.2. Second, the
wizard’s response latency and precision exceeded what current sens-
ing and dialogue modules can deliver, particularly for fine-grained
part recognition. Consequently, future work should evaluate real-
time prototypes that integrate multimodal sensing—for example,
finger-mounted cameras or embedded pressure sensors—with adap-
tive dialogue to test reliability and mode switching without human
intervention.
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Roadmap Toward an Autonomous System. To bridge our high-
level design guidelines and low-level implementation challenges,
we propose a three-stage roadmap that also accommodates vision-
based capabilities. In Step 1, replaces the wizard with webcam-
based finger-tap and coarse-gesture detection to validate timing
and conversational flow. Step 2 introduces part recognition and
spatial mapping by combining color-coded or sensor-embedded
components with emerging vision models such as GPT-4V, enabling
richer audio feedback and precise spatial references even under
hand occlusion. Step 3 logs user behavior to drive adaptive prompts,
refine feedback granularity, and iteratively converge on reliability
that matches or surpasses the Wizard-of-Oz baseline. Integrating
large-scale vision models in this pipeline may also support cross-
model comparison and higher spatial accuracy, features that current
technical constraints prevented us from evaluating.

Narrative Structure and Model Design. Participants explored three
tactile models per theme, but we did not systematically vary nar-
rative sequencing, abstraction level, or physical layout. Future re-
search should examine how these design choices influence con-
ceptual understanding, cognitive load, and long-term knowledge
retention—especially for unfamiliar STEM topics.

Authorship and Support for Scientific Tactile Content Creation.
Future work will focus on an authoring framework that brings
together the professionals who already serve BLV learners. We
will begin with a qualitative study of their current workflows, chal-
lenges, and envisioned use cases. Insights from this study will in-
form the design of authoring tools for rapid 3D model prototyping,
semi-automatic audio annotation, and shared version control. Inte-
grating these tools into our three-stage roadmap (baseline dialogue,
part recognition and spatial mapping, adaptive feedback) should
enable Touch and Talk to scale beyond the laboratory and sustain a
rigorously curated, accessibility-focused library of tactile learning
materials.

These limitations outline concrete opportunities for extending
our work: scaling to larger and group-based studies, replacing the
wizard with robust multimodal sensing, leveraging state-of-the-art
vision models, and refining tactile narratives across diverse learning
contexts.

7 CONCLUSION

This study investigated the impact of interactive dialogue and tem-
poral dynamics on tactile exploration among BLV users, particularly
within the context of science communication. First, we conducted
semi-structured interviews with 22 tactile guidance experts to eluci-
date strategies for tactile explanations and interventions in various
settings. In addition, we employed a voice-based “Touch and Talk”
system in a Wizard-of-Oz experiment with 10 BLV participants to
examine tactile exploration within scientific themes.

The experimental results revealed that participants emphasized
the effectiveness of an explanation approach that allows users to
switch between storytelling narration and question base interac-
tion on their own. Furthermore, the findings confirmed that using
multiple disassemblable models within a single theme facilitates an
easier understanding of the relationships among the models. More-
over, adaptive and context-sensitive communication strategies not
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only enhanced the comprehension of abstract and spatially complex
scientific topics but also contributed to maintaining interest and
stimulating new questions.

These results suggest that flexible and adaptive system designs
are essential for BLV users to autonomously explore scientific phe-
nomena and develop a more comprehensive understanding. Future
system development should build on the insights obtained in this
study by incorporating personalized guidance tailored to users’
visual capabilities and learning characteristics, interactive feedback,
dynamic adjustments of timing and content, as well as camera-
based tracking functionality.
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A Participant Demographics and Interview
Questions for Study 1

Table 3 lists the participants who took part in Study 1, and Table 4
presents the questions asked during the interviews.

B The Transcript of Pre-recorded Audio used in
the Wizard-of-oz Interface

B.1 Earthquake and Tsunami Mechanisms

The storytelling narration is based on the tactile graphic book Earth-
quakes and Tsunamis Through Touch and the accompanying texts
from a science museum’s earthquake-themed exhibition. It follows
the steps outlined below, and its content has also been adapted into
responses for the question-based interaction mode.

Overview. There are three tactile objects in front of you. From left
to right: A 3D model of Earth’s continents. A 3D model of tectonic
plates and geological strata. A 2.5D tactile diagram. The left half
shows how tsunamis are generated and reach land, and the right
half shows tsunami sediment layers. Please explore them by touch.

1. We will now explain what tectonic plates are—these are one of
the causes of tsunamis. Focusing on the plates off the coast of Japan
in the Pacific Ocean, we’ll describe how plate movement causes
earthquakes. Then, we explain how the movement and distortion
of plates directly lead to tsunamis. Finally, we describe the geologi-
cal structure and tsunami sediment collected in March 2013 from
Arahama in Wakabayashi Ward, Sendai City.
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2. Please touch the globe on the left. Some geographical features
and islands are omitted in the model. Japan is shown as a long,
narrow shape slightly above center. First, find Japan on the 3D
Earth model.

3. The raised lines on the model represent tectonic plate bound-
aries. This model shows the plates near Japan.

4. The rigid rock layer covering the Earth’s surface is called the
“plate” Earth’s surface is made up of about ten large and small
plates. These plates are not fixed, but slowly move horizontally at
speeds of several to several tens of centimeters per year.

5. As plates move, stress builds up between them. When this
stress exceeds a limit, sudden movement occurs—this movement is
what causes earthquakes.

6. When an earthquake occurs on land, we can see its effects
immediately: ground cracks or buildings collapse. But when an
earthquake occurs underwater, it’s hard to know what’s happening.
To understand what’s happening on the seafloor, please explore the
tactile diagram of tsunami generation and arrival.

7. Please touch the tactile diagram in the middle. It shows a
cross-section of the seafloor on the Pacific side of Japan, where the
Eurasian Plate and Pacific Plate meet.

8. On the left is the Eurasian Plate, and on the right is the Pacific
Plate. The Eurasian Plate on the left overlaps the Pacific Plate on
the right. Please touch it.

9. The wavy part at the top represents the Pacific Ocean surface.
Please touch it.

10. The land on the Eurasian Plate includes homes. Please feel
them.

11. As the Pacific Plate subducts, it drags down the Eurasian
Plate with it. Eventually, the Eurasian Plate resists the pull and
rebounds. When the stress surpasses a limit, it springs upward.

12. This rebound motion of the Eurasian Plate pushes the ocean
above, raising the sea level and generating a tsunami. The tsunami
then travels toward land. This example using the Eurasian and
Pacific Plates near Japan explains how tsunami waves are caused
by plate friction.

13. Now we’ll explain tsunami sediment. But first, return to the
3D Earth model you touched earlier. This model can be partially
disassembled—parts are connected by magnets. Disassemble it and
feel the inside.

14. Inside, you’ll find the plates and the Earth’s internal struc-
ture. The outermost layer is the tectonic plate, directly involved in
earthquakes. Please touch it. The plate thickness extends about 100
km from the surface downward.

15. Beneath the plate is a layer of molten rock called the mantle.
This model includes both upper and lower mantle sections. Please
touch them.

16. The upper mantle lies below the plate and its movement
causes earthquakes, volcanic eruptions, and plate tectonics.

17. Inside the mantle lies a layer of magma. Please touch it.

18. At the very center is the inner core. Please touch it.

19. Now, let’s move to the tactile diagram on the right. It shows
tsunami sediment layers located below the Earth’s surface. The
topmost area of the diagram represents the ground surface. On the
left is a tactile diagram based on an actual photograph of tsunami
sediment. On the right is a simplified version with added textures
to clarify the layer structure.
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ID Age Gender Occupation Experience (years) Details
P1 27 Female Science-museum communicator 1
P2 27 Male Same as above 2
P3 34 Male Same as above 3.5
P4 29 Female Same as above 1
P5 30 Female Same as above 5
P6 36 Male Same as above 4.5
P7 28 Male Same as above 2.5
P8 57 Male Tactile-museum staff 34
P9 67 Male TVI (Science) 25
P10 62 Male TVI (Acupuncture) 34 Low vision
P11 54 Female TVI (Self-reliance instruction) 30
P12 46 Female TVI (Math) 2
P13 46 Female TVI (English) 14
P14 40s Female TVI (English) 14
P15 50s Female TVI (Massage, acupuncture, moxibus- 9
tion)
P16 47 Female TVI (Anatomy) 7
P17 52 Female Staff at a facility for BLV individuals 30
P18 50 Male Same as above 12
P19 63 Female Same as above 10
P20 53 Male Same as above 24 Blind
P21 29 Female Same as above 4
P22 48 Male Accessibility researcher 16 Blind

Table 3: Details of the 22 participants with diverse backgrounds who took part in the Study 1 interviews.

(1) Tactile Content Used for Conveying Concepts

Q1 Which types of content (e.g., 2D or 3D) have you used to convey a concept?

Q2 Have you ever used multiple content types together, for example combining 2D and 3D materials, when conveying a concept?

Q3 Do you have experience creating tactile content? What kinds of tactile materials would you like to see for BLV users in the future?

Q4 How could technology help BLV individuals learn concepts independently through tactile content, and what kinds of technology might
be used?

(2) Instructional Approaches and Correction During Tactile Exploration

Q5 What approaches do you use when explaining or guiding BLV users?

Q6 When a BLV user touches an area different from the one you are explaining, how do you correct them?

Q7 Do you face challenges in deciding the right timing for explanations? What is required to deliver guidance at the most appropriate
moment?

(3) Strategies for Communication and Adaptations Based on Learner Needs

Q8 When delivering explanations, what is the typical group size?

Q9 When using multiple tactile contents, what factors do you focus on and how do you adapt your explanations?
Q10 How do you tailor explanations for BLV individuals with different residual vision?

Q11 What challenges do you face when explaining to BLV users?

Table 4: Questions posed to the 22 participants in Study 1, organized into three thematic categories.

20. Experts in geology study these tsunami sediment layers left 21. At the bottom is marine sediment. Please touch it. This in-
by past events to estimate the timing and extent of past trench-type cludes volcanic ash and biological remains deposited by natural
earthquakes and use this data to forecast future events. processes.
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22. One layer above is wetland sediment. Please touch it.

23. The next layer is tsunami sediment from the Jogan Earthquake
of 869 CE. Please touch it.

24. Then another wetland sediment layer. Wetlands are areas that
are regularly or seasonally submerged in water or have saturated
soil. Please touch it.

25. Next is tsunami sediment from the Kyotoku Earthquake of
1454 CE. Please touch it.

26. The following layer is topsoil, also called “cultivated soil,”
where agriculture is conducted. Please touch it.

27. The topmost tsunami layer represents sediment from the 2011
Great East Japan Earthquake and Tsunami. Please touch it.

B.2 The Journey of Hayabusa2

The storytelling narration is based on the accompanying texts from
a science museum’s space-themed exhibition. It follows the steps
outlined below, and its content has also been adapted into responses
for the question-based interaction mode.

Overview: In front of you, there are three tactile models. From
left to right: A 3D model of the asteroid Ryugu. A 3D model of the
asteroid explorer Hayabusa2. A 3D model of Hayabusa2’s re-entry
capsule. Please feel them with your hands.

1. Using these three models, we will explain the story of how
Hayabusa2 traveled to asteroid Ryugu, collected surface and sub-
surface samples, and returned them to Earth.

2. Please touch the model in the center. It is the Hayabusa2
asteroid explorer. This spacecraft was equipped with instruments
that enabled it to create an artificial crater on an asteroid and
retrieve subsurface materials.

3. Please touch the model at the left. It is a model of the asteroid
Ryugu. This is the asteroid that Hayabusa2 explored. It has a shape
like two spinning tops stacked together. The actual asteroid is about
900 meters in diameter.

4. This shape is believed to have formed due to a history of rapid
rotation. Ryugu also has a low density and is covered with many
rocks. These features suggest it was formed from the destruction
and reaccumulation of a parent celestial body.

5. Next, we will explain how Hayabusa2 performed a touchdown
on Ryugu. Please touch the Hayabusa2 model again.

6. Feel the flat panels on both sides. These are the solar panels.

7. Let’s talk about digging. Please touch the cylindrical object
located underneath.

8. This is the impactor device. Because Ryugu’s gravity is too
weak for tools like shovels or drills to be effective, Hayabusa2 used
a 2 kg copper projectile, fired at 2 km per second, to create an
artificial crater on the surface.

9. If you’d like to feel a crater, please touch the asteroid Ryugu
model.

10. The indented areas are craters. There are many of them.

11. Let’s move on to sample collection. Please touch the long
part underneath.

12. This is the sampler horn. To collect material, the sampler
horn was placed onto Ryugu’s surface. A small projectile was then
fired from inside the device to stir up dust, which was collected. The
mouth of the horn is designed with hooks to help trap the material
more effectively.
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13. Lastly, we’ll explain how the collected dust was stored and
brought back to Earth. Please touch the semicircular part above the
sampler horn.

14. This semicircle is the re-entry capsule. The dust that was
stirred up was stored in this capsule and returned to Earth. When re-
entering Earth’s atmosphere, the capsule experiences temperatures
close to 10,000°C, so its outer shell is designed to protect the asteroid
material from heat.

15. This is the re-entry capsule. The dust stirred up by Hayabusa2
was stored inside and brought back to Earth. During atmospheric
re-entry, temperatures reach nearly 10,000°C, and the capsule’s shell
protects the contents from this intense heat.

16. Now, please touch the model on the right. It is the model of
the re-entry capsule, and it can be disassembled. Please touch the
outermost layer of the capsule—the heat shield.

17. The heat shield protects the contents from the extreme heat
during atmospheric re-entry.

18. Try separating the heat shield into two parts.

19. The other half of the heat shield can also be disassembled.
Please give it a try.

20. Inside the separated halves, parachutes are stored on both
outer sides.

21. The compartmented area in the middle contains electronic
instruments that measured speed and other data.

22. The object in the center is called the sample container. Please
touch it.

23. Inside the sample container is a catcher used to store asteroid
material. Please touch it.

24. The interior is divided into three chambers—A, B, and C.
Chamber A held surface dust, while Chamber C held subsurface
dust. Please touch them.

C The Wizard-of-oz Interface

Figure 7 illustrates the interface used in Study 2.
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Figure 7: Screenshot of the Wizard-of-Oz interface used in Study 2. The interface allowed the researcher to trigger different
text-to-speech audio responses to simulate a voice-based ”Touch and Talk” system. It supported pausing and resuming audio,
playing pre-recorded storytelling and question-based explanations, delivering GPT-generated answers, and issuing directional
guidance.
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